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• Prolific
• N = 334 (F=139, M=115)
• Age = 35±11 [19-65]
• Indefinitely repeated 

multinomial Trust game 
• 2 pre-prog. partners
• 2 pre-prog. machines

• Trust is fundamental to social interaction. It is defined as the willingness to be vulnerable to 
another being on the basis of positive expectations of their intentions and behaviors (1).

• In repeated interactions, learning to trust others involves cognitive processes that integrate 
uncertainty, context, and potential betrayal.

• Different strategies can guide trust behavior. Some rely on heuristics (e.g., fixed rules or 
triggers). Others use reinforcement learning, adjusting expected value through associative 
updates, or Bayesian belief updating, which integrates uncertainty into probabilistic inferences 
about partners’ intentions (2, 3).

• Individuals differ in how they deploy cognitive processes, which may impact their strategies. 
Yet, this heterogeneity has not been systematically characterized. Here, we aim to do so:

• How does dynamic trust learning integrate sensitivity to betrayal, uncertainty and context?

• How do these processes vary across individuals and reveal distinct cognitive profiles?

• Trust behavior shows gain/loss asymmetry, context modulation, and individual variability in strategy use.

• Best-fitting model was RW GL context, capturing 72.8% of participants. The rest was best described by heuristics.

• Among learners, the model captures variability in betrayal aversion & context sensitivity: Loss (gain) learning rates 
correlated with decreases (increases) in amount sent after losses (gains) in both social and machine conditions. 

• Next, we will extend the model space to include Bayesian updating and sensitivity to uncertainty (4).

• We will examine links between model parameters and individual-difference measures.

• All findings will be validated in a replication dataset.

GAIN-LOSS AND CONTEXT DEPENDENCY

INDIVIDUAL DIFFERENCES

HYPOTHESES
• Gain/loss learning asymmetry
Higher learning rate after losses than gains.

• Context modulation
Betrayal aversion leads to stronger learning rates 
after losses in the social condition.

• Individual differences
• A subset of participants deploy heuristics 

(non-learners).
• Among learners, variability in learning 

asymmetry and betrayal aversion is 
captured by model fit/parameters
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METHODS
Social condition

Machine condition

Fixation cross Investment Wait Feedback

Condition #1

60 trials

Condition #2

60 trials

model elpd_waic p_waic elpd_waic_diff weight elpd_loo p_loo elpd_loo_diff weight
RW_GL_Context -91821 6864 0 0.63 -91102 6145 0 0.63
RW_Context -96854 3840 5033 0.16 -96842 3828 5740 0.16
RW_GL -97169 3675 5349 0.18 -97179 3685 6078 0.18
RW -100343 2852 8522 0.03 -100352 2861 9250 0.04

Rescorla–Wagner update rule
𝑃𝐸𝑡 = 𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑅𝑒𝑐𝑖𝑝 𝑡

𝑝𝑟𝑒𝑑. 𝑝𝑅𝑒𝑐𝑖𝑝 𝑡 + 1 = 𝑝𝑟𝑒𝑑. 𝑝𝑅𝑒𝑐𝑖𝑝 𝑡 + 𝜂 ⋅ 𝑃𝐸𝑡

With:
𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑡 ∈ {𝑠𝑡𝑎𝑡𝑒 𝑝𝑅𝑒𝑐𝑖𝑝 𝑡 }

𝑠𝑡𝑎𝑡𝑒 𝑝𝑅𝑒𝑐𝑖𝑝 𝑡 = ቊ
1 if gains 𝑡 > 0
0 otherwise

Choice policy
𝑢𝑡𝑖𝑙𝑖𝑡𝑦𝑡 = 𝛼 + 𝛽 ⋅ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑅𝑒𝑐𝑖𝑝 𝑡

𝜋𝑡 = 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝑢𝑡𝑖𝑙𝑖𝑡𝑦𝑡
∗)

Observation function
y𝑡 = 1 + ෥𝒚𝑡

෥𝒚𝑡 ∼ 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(9, 𝜋𝑡)

Learning rates
• RW: 𝜂
• RW GL: 𝜂𝑔𝑎𝑖𝑛, 𝜂𝑙𝑜𝑠𝑠
• RW Context: 𝜂𝑠𝑜𝑐𝑖𝑎𝑙 , 𝜂𝑚𝑎𝑐ℎ𝑖𝑛𝑒

• RW GL Context: 
𝜂𝑠𝑜𝑐𝑖𝑎𝑙 𝑔𝑎𝑖𝑛, 𝜂𝑠𝑜𝑐𝑖𝑎𝑙 𝑙𝑜𝑠𝑠, 
𝜂𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑔𝑎𝑖𝑛, 𝜂𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑙𝑜𝑠𝑠

a) In machine (a.1) and social (a.2) conditions, the proportion of amounts sent clustered around ~1 token 
when reciprocity was below 25% and ~10 tokens when reciprocity exceeded 25%, consistent with utility 
maximization. A stripe around ~5 tokens, regardless of reciprocity, indicates non-maximizing behavior.

b) Participants adjusted their behavior to track partners’ reciprocity over time, reflecting learning.

c) Amount sent changed more after losses than after gains, particularly in the social condition, consistent 
with a gain/loss asymmetry and betrayal aversion.

d) Following reversals of partner trustworthiness in machine (d.1) and social (d.2) conditions, participants 
adapted their amounts sent, with loss sensitivity strongest initially and declining across reversals.
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Hierarchical Rescorla-Wagner 
base model

• Tit-for-tat : Each subject has a personal default 
level and adjusts up or down depending on the 
partner’s last reciprocity.

• WSLS : After a trustworthy outcome (gain), the 
subject goes to their personal high-send level; 
after a betrayal (loss), they drop to their personal 
low-send level.

Heuristics:

Average profiles differ 
by strategy:

• RW GL context 
adapts to partners 
and is pulled toward 
utility-maximizing 
regions.

• TFT and WSLS are 
concentrated 
around 5–6, 
consistent with the 
heatmap stripe.

Relationships between learning rates and changes in amount sent 
in learners
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*** (phase x trial type)

*** (phase x trial type)
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